Probability Theory: Jointly Distributed Random Variables

Joint Distribution Functions

Joint Cumulative Probability Distribution Function T
Definition
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For any two random variables X and Y, the joint cumulative probability
Probability Theory distribution function of X and Y is defined by

Textbook: A First Course in Probability, Sheldon Ross, 2019. F(a,b)=P{X<aY<b} —<ab<e

Marginal CDF from joint CDF

Prof. Hicham Elmongui Fx(a)=P{X < a}

Fy(b) = P{Y < b}
elmongui@alexu.edu.eg = P{X <aY< °°}

= lim F(a.b)
:P(gm{xga,ng}) = F(co, b)
Chapter 06: Jointly Distributed Random Variables = Jim P{X'<a Y <b}
= Alnm F(a,b)
= F(a,co)
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Joint Distribution Functions Joint Distribution Functions
Joint Cumulative Probability Distribution Function T Joint Probability Mass Function @
Answering probability statements in terms of joint CDF

Atea e =i=Pbea e o) \?Viz:lzl(o:nd Y are both discrete RVs, the joint pmf of X and Y is defined
—1-P({X>a)°u{Y > b}°) by e
=1-P({X<aju{Y<hb
_ d Yot » p(x,y)=P{X=x,Y =y}
=1-[P{X<a}l+P{Y<b}-P{X<aY<b}] J
=1-Fx(a) - Fy(b)+F(a,b) | Marginal pmf from joint pmf

In general, whenever a; < a, and by < b, Px(x) = PAX =x} priy)=PLY =y}
= ) Py = Y pxy
P{a1 <X<a,b <Y< bg} — y:p(x,y)>0 x:p(x,y)>0 )
F(ag, b2)+ F(a1,b1) — F(ay,b2) — F(az,b1)
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Joint Distribution Functions Probability Theory: Jointly Distributed Random Variables

Suppose that 3 balls are randomly selected from an urn containing 3 red,
4 white, and 5 blue balls. Let X and Y denote, respectively, the number
of red and white balls chosen. Find the joint pmf of X and Y.

Joint Distribution Functions
Joint Probability Density Function W
Definition

For any two jointly continuous RVs, X and Y, the joint pdf of X and Y is
defined, over every set C in the two-dimensional plane, by

Solution I —
e — 5 / - P{(X,Y)eC}= f(x,y) dxdy
plJ) = i)\j)\3=i—j 3 (x.y)eC )
' J 0 1 o 3 Row sum by defining C = {(x,y): x € A,y € B},
4 A=l P{XeA,YeB}://f(x,y)dxdy
0 10/220  40/220  30/220 4/220 84/220 BJ/A )
1 30/220 60/220 18/220 0 108/220 b ra
) A F(ab)=P{X<aY<b}= /_m/_m f(x,y) dxdy
1 1
c |3 /220 0 0 0 /220 Upon differentiation, )
P{oysir?} 56/220 112/220 48/220 4/220 f(a,b) = ijF(a’ b)
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Examples

Joint Distribution Functions

The joint density function of X and Y is given by

f(x,y) = c(y? —x)e™” X|<y, O<y<eo
Find ¢
Solution
1=//f(x,y) dxdy 1:%xr(4)
(x.y) 4c
oy > o :?X3!
:/ / c(y®—x%)e™” dxdy
0 J-y =8c

& s@\
:c/ e (xy2—> dy
0 3 o

4c =
_ ¢ ¥4
3/0ye v 8

g
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Joint Distribution Functions
Marginal Probability Density Function

Definition
If X and Y are jointly continuous, they are individually continuous. Their

pdf can be obtained as follows:

P{XeA=P{XcAY e (—w,)}

:/4/_Zf(x,y) dydx

= /Afx(x)dx

where
K= [ fxy) dy

Marginal pdf from joint pdf
K= [ fxy) dy

() = [ fxy) dx
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Independent Random Variables
Independent Random Variables

Definition

The RVs X and Y are said to be independent if, for any two sets of real
numbers A and B,

P{X€cA YecB}=P{XcAP{YcB}

In other words, X and Y are independent if, for all A and B, the events
Eap={X € A} and Fg = {Y € B} are independent.

In terms of joint CDF, X and Y are independent if
F(a,b) = Fx(a)Fy(b) for all a,b }

In case of discrete RVs, X and Y are independent if
p(x.y) = px(X)py(y)
In case of continuous RVs, X and Y are independent if
f(x,y) =tx(X)fy(y)  forall x,y J
Random variables that are not independent are said to be dependent. J

for all x,y
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t)
Examples (cont’d)

The joint pdf of X and Y is given | Solution
by
2eXe ™ 0<X,y<oo
f(x.y) = { o Y
otherwise

Compute P{X > Y}

P{X>Y}= // f(x.y) dxdy

y §=y :/NZe’zye’y dy
/ O
2 — [ 2 a0y

A 0

/ — 7ge—Syr

/ 3 0

_Z
* ) 3 J

Joint Distribution Functions

>

(x.y):x>y

:/N/NZe“Xe“2y dxdy

0 Jy

_ / Toe 2y (764 m) dy
0 y

©2022 Prof. Hicham Elmongui

8/26

Probability Theory: Jointly Distributed Random Variables

Joint Distribution Functions

Example @
The joint density function of X and Y is given by
f(x,y):g(xz-kxz_y) 0<x<1, 0<y<?2
Compute the density function of X |
Solution
K= [ fxy) dy
:./022 <x2+)(2—y) dy
2
o)
0
_g(2x2+x) 0<x<1 J
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Examples

If Xy and X are independent exponential RVs with respective parameters

Independent Random Variables

>

A1 and A, find the distribution of Z = X;/Xx.
Solution
Since X; and X, are independent, their joint pdf would be
fax(X,y) =Ae M Qe ™™ X,y >0
The distribution of Z = X; /X2 is
Fz(z)=P(Z<2)
=P(X1/X < 2)
=P (X1 <2X3)
=[] ey dxdy
(xy)xszy
[y Mz
- —Mx) a2y — 1
/0 /0 Ae Aoe dxdy Tz J
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Independent Random Variables

Examples (cont'd) T
The joint density function of X and Y is given by
f(x,y) = xe~O+) x>0, y>0

Are X and Y independent?

Solution
K= [ fixy) dy

_/ Xe —(x+y) dy

fy(y) = /_ : f(x,y) dx

= /MXe*(”y) dx
0

:Xe_x/ e’ dy :e*y/mxe*’( dx
Jo A
=xe * (7e’yr) = e’y/ e X dx
0 0
=xe %, x>0 =e’, y>0
f(x,y) = fx(X)fy(y) Vx,y = Xand Y areindependent. |
13126

[ Pobabity Treory: Joty Disiuted andon Vriaes ]
Example ﬁ
The joint density function of X and Y is given by

f(x,y) = 24xy 0<x<1,
W= 0 otherwise

Independent Random Variables

O<y<1, O<x+y<i

Are X and Y independent?

Solution

Because the region in which the joint density is nonzero cannot be
expressed in the form x € A, y € B, the joint density does not factor, so
the random variables are not independent.

Let
1 O<x<1, O<y<1, O<x+y<i
I(x.y) = {0 . g g
otherwise
The function  f(x,y)=24xy I(x,y) clearly does not factor into a part
depending only on x and another depending only on y, so the RVs are
not independent.

©2022 Prof. Hicham Elmongui 15/26
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Sums of Independent Random Variables

Sums of i.i.d. Uniform Random Variables T
If X and Y are independent random variables, both uniformly distributed
on (0, 1), calculate the probability density of X+ Y. J
Solution
() =fu(a)={  0<a<t a  O<a<t
HEH == e otherwise fxrv(@)= 2_a 1<a<?
fxiy(a) :/mfx(a*}’)fv(Y) dy )
il
= [ xta=y) dy |
For0<a<{,
a 1
f)(+y(a)=/0 1 dy+/a Ody=a |
Fori<a<2, 0 1 2"
ra—1 1 . . L .
fx+y(a):/ 0 dy+/ 1 dy = 2— a | Figure: Triangular Distribution
0 a—1 )

Independent Random Variable @
Proposition

The continuous (discrete) random variables X and Y are independent if
and only iftheir joint pdf (pmf) can be expressed as

Independent Random Variables

fx y(x,y) = h(x)g(y) —0 <X <o, —ool ) <o |
Proof
Independence implies that the preceding factorization holds.
Now, suppose that  fx y(x,y) = h(x)g(y)
then 1 :/m /w fx‘y(x,y)dxdy:/m h(x)dx/m ag(y)dy =C1C;
Y . e
Ct C

)= [ eyxy)dy = Cohtx),  fr(y)= [ fey(x.y)dx=Crg(y)
Since C1C, = 1,it follows that  fx y(x,y) = fx(x)fy(y) |

Probability Theory: Jointly Distributed Random Variables

Sums of Independent Random Variables

Sums of Independent Random Variables @
CDF of X+Y PDF of X+Y
Fxiv(a) fx+y(a)
=P{X+Y<a} = $Fx+v(a)
= // () fv(y) dxdy j—a/ Fx(a—y)fy(y) dy
e = —/ safx(@=y)ty(y) dy
/ / y) dxdy
" = [ ia=n)v(y) &y
*/ / ) dx fy(y) dy -

= [ Fa-niy) &y

\,

The pdf fy. y is the convolution of the pdf's of X and Y. J

Probability Theory: Jointly Distributed Random Variables

Sums of Independent Random Variables

Sums of Independent Gamma Random Variables @
If X and Y are independent gamma random variables with respective
parameters (s,4) and (t,A), calculate the probability density of X+ Y.
Solution
e X (Ax)s Ae Y (Ay)tT
fx(x) = O fy(y)= O
_ AR R@— )T e M (Ay)H
erv(@ = | o At
_AStteta ra s—1,,t-1
= Term @YW
AStt g—Aa gs+t=1 1 69 it . 5
W/o (1—=2)*""z""dz (by letting z=y/a)
_ Ae—la(la)s+t—1 _ le—la(la)s+t—1 r(s)r(t)
= Terg  <BED O] F(s+1)
_ Ae—la(la)sH%
= st = X+ Y ~Gamma(s+t,1)

©2022 Prof. Hicham Elmongui 18/26




[ Pobabity Treory: Joty Disiuted andon Vriaes ]
Sums of Independent Gamma Random Variables T

For a fixed value of 4, the family of gamma distributions is closed under
convolution. J

Sums of Independent Random Variables

Proposition

If Xj,i=1,2,---,n are independent gamma random variables with re-
spective parameters (t;,A),i=1,2,---,n, then

n n
Z Xj ~ Gamma (Z t;,l)
i=1 i=1

Example

If X;,i=1,2,--- ,narei.i.d. exponential RVs with parameter A, calculate
the pdf of Xj +Xo+--- + X.

Solution

An exponential RV with parameter A is the same as a gamma RV with
parameters (1,1), it follows that X; + Xz + - - - 4+ X, ~ Gamma(n, 1).

y
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Sums of Independent Normal Random Variables T

If X and Y are independent RVs that are normally distributed with
respective parameters (u1,61 ) and (H.g,O'z) calculate the pdf of X + Y

Sums of Independent Random Variables

Solution

1 xpd — (x—m)?
V2710 202

heav(@ = [ ixa-yiviy) dy

= 1 ((a=y)—m)?| 1 (¥ — 12)?
f = expy — - d
eiv(@) /m 2710 ® { 202 V2no, P 20% J

_(a—m *ﬂz)z}

2(02+0%)

fx(x) =

_ 1 (v —u2)?
| e e 0527)

1
exp{
2m(02+0%)

X+ Y ~ Normal (u1 + Uo, 0'12 + 622>
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Example T

A basketball team will play a 44-game season of which 26(18) games
against class A(B) teams. Suppose that the team will beat a class A(B)
team with probability .4(.7) and that the results of the different games
are independent. How likely is it that the team wins 25 games or more?J

Sums of Independent Random Variables

Solution

@ Let X4 and X respectively denote the number of games the team
wins against class A and against class B teams.

@ X, and Xpg are indep binomial RVs (approximated as normal RVs)
E[Xa] =26(.4)=10.4 P{Xa+ Xg > 25}
Var(Xa) = 26(.4)(.6) = 6.24 = P{Xsy+Xp >24.5} (cont. correction
E[Xg] =18(.7) =126 _p[XatXs—23 24523
Var(Xp) = 18(.7)(.3) = 3.78 - { V1002 ~ V10.02 }

E[Xa+Xg] =10.4+12.6 =23 ~ P{Z > 4739} =1—P{Z < 4739}
Var(Xa+ Xg) = 6.24+3.78 =10.02| ~ 3178
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Sums of Independent Random Variables

Example: 2 Probability Distribution &
If Zy,2p,--- ,Z, are indep standard normal RVs, then y2 =y , Z? is said
to have the chi-squared dist. with n degrees of freedom. Calculate f,2(y)
Solution |
1 n
_ _ _ 2
fz2(y) Nz (2(VY)+ (=) —’;Z,-
1 2
Y2 2 n 1
27 X ﬂ_e Xn Gamma(2 2)
11 3-1e-v/2
_(1/2)tyrtey/2 - (1/2EyE e 0
( ) () 10 . y>
y§—1 —y/2 0
2 =T, >
= 2=z ~Gamma<2,2) 287 (D) y
r(g)i (5-1)! nis even
2) | (8-1)r(2-1) nisodd
Eien

Sums of Independent Normal Random Variables @

Sums of Independent Random Variables

The family of normal distributions is closed under convolution. J

Proposition
If Xj,i=1,2,---,nare independent normal random variables with respec-
tive parameters (/.L,,aiz),i: 1,2,---,n, then
n n n
Z X; ~ Normal <Z Wi, Z 0',-2>
= =1 =

©2022 Prof. Hicham Elmongui
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L
Examples (cont'd) @

Starting at some fixed time, let S(n) denote the price of a certain security
at the end of n additional weeks, n> 1. A popular model for the evolution
of these prices assumes that the price ratios S(n)/S(n—1),n> 1, are
i.i.d. lognormal random variables. Assuming this model, with parameters
u=.0165,0 = .0730, what is the probability that the price of the security
increases over each of the next two weeks?

Sums of Independent Random Variables

V.

Y is lognormal if it can be expressed as Y = X where X is a normal RV,
Solution
The probability that the price is up after one week is

0-.0165 }

P{%>1}—P{Iog<%)>0} :P{Z>W

~ P{Z>-.2260} = P{Z < .2260} ~ .5894
Since the successive price ratios are independent, the probability that
the price increases over each of the next two weeks is (.5894)% = 3474 |
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Sums of Independent Random Variables
Sums of Independent Poisson Random Variables ﬁ

If X and Y are independent Poisson random variables with respective
parameters A1 and A,, calculate the distribution of X + Y. J
Solution

The event {X + Y = n} may be written as the union of the disjoint events
{X=k,Y=n—k},0<k <n. Therefore,

P{X+nY: n} — o—(ht2) i ;/11" ol
=Y P{X=kY=n—k} & Ki(n—k)!
« LGRS SR TSV
5 - 1
=Y P{X=k}P{Y=n—k} n A Ki(n—k)
k=0 ~ P w
& Ak A0k =e (11“2)%
=Y eMTlxeh 2 ! '
k=0 k! (n—k)! X+ Y ~ Poisson (A1 +12) |

If Xj,i=1,2,---,nare independent Poisson RVs with respective parame

ters A;,i=1,2,---,n, then X; + Xo+-- - + X, ~ Poisson (14 Jrngr"-Jrln)J

Probability Theory: Jointly Distributed Random Variables

Sums of Independent Random Variables
Sums of Independent Binomial Random Variables W

If X and Y are independent binomial random variables with respective

parameters (n,p) and (m, p), calculate the distribution of X + Y. J
Solution
Recalling the interpretation of a binomial RV, and without any computa-
tion at all, X + Y ~ Binomial (n+ m, p) |
P{X+Y =k} ik (0 I
n , ) =pq )
=Y P{X=iY=k-i} i=o \! /
i=0 n+m -
n _ ( ! )pkqm+n k
=Y P{X=i}P{Y=k—i}
i=0 J
_ i Mpignis (M )ph-igm-k+i [
=\ k—i | X+ Y ~ Binomial (n+ m, p) J

If Xj,i=1,---,N are independent binomial RVs with respective parame

ters (n;,p),i=1,---,N, then Xj +--- + Xy ~ Binomial (ny + - - - + Ny, p) J
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